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Abstract

Non-speech body sounds collected from the human body have many medical uses:
several respiratory and cardiovascular diseases are diagnosed using audio data.
In recent years, wearable devices for fitness and health tracking have become
popular, but no commercially available device tracks audio data collected from
the body, as there remain many technical challenges. This dissertation explores
the viability of building a chest-mounted wearable device that can be used for
continuous health monitoring. A custom device was designed and manufactured,
and was subsequently used to collect a data set from 9 individuals. The user study
focuses on exploring the noise tolerance of a wearable device; unlike related work,
this study explicitly considered robustness to ambient noise and user motion.
Two algorithms were proposed for continuous heart monitoring: a autocorrelation-
based technique that yielded an estimate of the heart rate, and a more compli-
cated technique which segments the collected audio into the different phases of
the cardiac cycle. Both techniques yielded accurate heart rate estimates when
the user was resting: 1.86% and 0.26 ± 0.02% median percentage errors were
found for the two algorithms respectively, even under challenging ambient noise
conditions. The segmentation algorithm yielded good estimates even when the
user was walking, and could also be used to obtain an accurate measure of heart
rate variability. Both algorithms were also evaluated by considering the viability
of running them on-device; it was shown that the cheaper algorithm could run
continuously for over a week on a typical battery found in a wearable.
Finally, the viability of using a device for continuous asthma symptom detection
was considered. An approach employing convolutional neural networks running
on-device was assessed. It was found that the model could obtain near-human
level performance at detecting wheezing from audio continuously, with a battery
life of over 3 days.
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Chapter 1

Introduction

In recent years there has been an explosion in the number of wearables offering
fitness or medical features [71]. This market extends beyond devices marketed
towards consumers, such as fitness trackers by Fitbit, or smartwatches such as
the Apple Watch. A growing part of the market are devices sold to medical
professionals which are prescribed to patients to enable continuous health mon-
itoring. Despite there being significant diversity in the wearables market, with
devices varying in body placement and included sensors, a device which con-
tinuously monitors the wearer’s body sounds remains elusive. Auscultation, the
practice of listening to body sounds, is a diagnostic technique that has been used
for at least two centuries [57]. It can be used to diagnose several circulatory,
respiratory and digestive conditions, many of which cannot be diagnosed using
sensing modalities that are usually incorporated into wearable devices.

There has been decades of research into speech processing: voice assistants,
such as Apple’s Siri [53] or Amazon’s Alexa [2], are available to billions of people
worldwide. It is natural to wonder whether it is possible to use non-speech body
sounds, such as heart, breathing, or digestive sounds, for fitness and medical
purposes.

There are substantial challenges that must be considered in order to exploit audio
collected from the body in a wearable device. One challenge is dealing with the
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increase in data that must be processed, in comparison to the quantity obtained
from accelerometers or gyroscopes. While it would be common to sample an
accelerometer at O(102)Hz, common audio sampling rates are O(104)Hz, de-
pending on the precise application. As wearable devices are constrained in both
computation and energy consumption, it is necessary to build techniques that can
scale to greater quantities of data. Another challenge faced by wearables is that
they are used in the wild: algorithms used must tolerate noisy measurements.
Finally, there are concerns regarding collecting audio due to its sensitive nature.
Privacy is a worry for potential users: voice assistants often upload data to the
cloud to perform inference, stoking these concerns. Inference accuracy must be
balanced against energy efficiency and privacy.

With these challenges in mind, this dissertation makes the following contributions:

1. The construction of a novel device for collecting heart and respiratory
sounds from the body. The device is discreet and its design explicitly
considers noisy conditions.

2. The collection of a new dataset which assesses the impact of real world
conditions on the device. The user study considers high ambient noise
levels, and the effect of user activities, including motion. Prior work does
not adequately assess these conditions.

3. The assessment of two novel algorithms proposed for continuous heart
monitoring while subject to these noisy conditions. The first algorithm
allows for the heart rate to be estimated cheaply, while the second algorithm
yields more accurate estimates for the heart rate, along with heart rate
variability information. Both algorithms can be run on-device, and it was
found that the cheaper algorithm could be run in real-time with a battery
life of over a week on plausible hardware.

4. The development of a technique for monitoring asthma symptoms in real
time. This algorithm can also be run on-device, while obtaining battery
life of over 3 days on plausible hardware.
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Chapter 2

Background

This chapter begins by explaining the value of medical wearables, before moving
to discussing related work. Finally, necessary biological background is provided.

2.1 Context

Wearable devices that continually monitor the user’s health allow for detecting the
onset of a new illness with lower latency, and continuous tracking of symptoms of
illnesses the wearer already has. Accurate and effective wearable medical devices
would mean that healthcare is no longer reactionary, but instead preventative:
medical professionals could be informed of worsening patient health, even when
the patient is not in a clinical setting. There are several benefits to this paradigm
shift: earlier patient interventions would lead to improved outcomes, and lower
costs [71].

A concrete medical application of a device would be to monitor asthma, which
kills hundreds of thousands of people each year [15]. A wearable device could
detect asthma symptoms before the user is even aware of an issue and prompt
them to take action, before it is too late.

3



2.2 Related Work

2.2.1 Existing Devices

The idea of monitoring body sounds with a wearable has been explored [49, 34],
but the devices proposed do not address energy efficiency or noise robustness. An-
other challenge is that these devices are not practically wearable: BodyBeat [49]
was worn on the neck. In reality wearable devices are not used if they inconve-
nience the user in any way: even life-saving wearable defibrillators were not worn
by patients they were prescribed to in a recent study [44]. Another issue with
BodyBeat was that inference was performed by streaming all data to a smart-
phone. In recent years iOS and Android have introduced aggressive measures to
maximise battery life, and this method is no longer practical. Inference must be
performed on-device.

2.2.2 Body Sound Classification

A recording of heart sounds is known as a phonocardiogram (PCG), and tech-
niques for automated analysis have been investigated. Traditionally, efforts have
applied standard digital signal processing techniques, such as autocorrelation, to
extract information from the PCG [55]; recent efforts have involved deep learning
techniques [65, 51].

Automated analysis of ventilatory noise has also been studied. One problem that
has been investigated is automated cough detection, which allows for the tracking
of a symptom of many respiratory diseases [33]. There has also been work into
automated detection of the wheezing sounds associated with asthma [34].

In existing work the algorithms developed are not usually analysed in the context
of a limited computational and energy budget, but this is a major consideration
for a wearable device.

4



2.2.3 Other Applications of Sound

A recent paper studied how the wearer’s internal body voice can be used to
identify them [35]. There is also evidence that features in the cardiac cycle
can identify individuals [64]. It has been shown that an individual’s emotional
state [48, 32], stress level [36, 32], and symptoms for sleep apnea [42] can be
detected through recordings made by a smartphone. Finally, vocal features from
recordings have been used to diagnose bipolar disorder [13] and post-traumatic
stress disorder [4].

2.2.4 Machine Learning Inference on Resource Constrained
Devices

Approaches to improving efficiency on smartphone-class devices have included
model compression, quantising model weights and pruning unimportant weights [31,
56]. These devices are constrained in terms of storage and computational re-
sources; this is especially true when moving to microcontrollers.

It is now viable to deploy neural network models leveraging to smartphones [59,
12]. At time of writing machine vision tasks are well supported, but it is difficult to
use recurrent networks [59]. The research community has proceeded to exploring
the viability of performing inference on embedded processors [31].

2.3 Body Sounds During Auscultation

There are several sources of sounds that a physician will listen to with a stetho-
scope. One source is the heart. It is also common to listen to noises made by the
respiratory system during breathing [28]. “Crackles” are an abnormal sound as-
sociated with pneumonia and other illnesses, such as cystic fibrosis, which cause
a fluid build-up in the lungs. “Wheezes”, however, are associated with asthma
and other illnesses which cause the airways to constrict. Bowel sounds are also
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monitored by medical professionals. Rather than listening for the sounds, clini-
cians are interested in their absence: a lack of bowel sounds is a sign of an ileus,
which occurs if there is a loss of muscular activity in the bowel [3].

2.3.1 The Cardiac Cycle

As this dissertation will explore algorithms for extracting information from heart
sounds, it is worth understanding how the sounds arise. The heart consists of
four chambers: two atria, and two ventricles, shown in fig. 2.1a [16]. The atria
force blood into the ventricles, which then pump the blood into the arteries.
There are two pairs of valves in the heart: the atrioventricular (AV) valves, also
known as the mitral and tricuspid valves, which allow blood to flow from the atria
to the ventricles. The semilunar valves, also known as the aortic and pulmonary
valves, allow blood to flow from the ventricles into the arteries. The cardiac cycle
proceeds as follows:

1. AV and semilunar valves are shut; blood flows from into the atria from the
veins.

2a. AV valves open, and blood starts to flow from the atria into the ventricles.

2b. Atria contract to force blood into the ventricles.

3. AV valves shut.

4. Ventricles contract, forcing the semilunar valves to open and let blood into
the arteries.

The first two phases are known as diastole, where the heart is relaxed. The last
two phases form the systole period, where the heart is beating.

When listening to a healthy heart, two distinct sounds can be heart; these cor-
respond to valve closures. The first sound, S1, referred to as “lub”, occurs at
the start of systole when the AV valves shut. The second sound, S2 (“dub”),
corresponds to the semilunar valves shutting, and is usually quieter than the S1;
unlike the S1, it can split by up to 20-30ms when inhaling. A diagram explaining
this is given in fig. 2.1b.

6



 

(a) Diagram of the human heart [66]

(b) Wiggers diagram, indicating relation of heart sounds to the cardiac cycle [69]

Figure 2.1: Heart physiology diagrams.
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Heart Defects

This dissertation does not evaluate techniques for abnormal heart sound detection
due to the difficulty of obtaining a data set. However, it is worth noting deviations
from the normal “lub-dub” sounds could be detected, in principle, by a device
which can accurately localise the S1 and S2 sounds.

Heart murmurs are due to turbulent blood flow in the heart, and they cannot be
diagnosed using electrical activity alone: sound is one method to diagnose these
abnormalities. It is possible to deduce that an artery has narrowed, or that blood
is flowing the wrong way through valves. Examples of different murmur sounds
are given in fig. 2.2.
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Figure 2.2: Different types of heart murmurs [38].
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Chapter 3

Wearable Design and
Implementation

This chapter describes the initial experiments used to inform the main require-
ments for the wearable. The wearable’s implementation is described, along with
an evaluation of its capabilities. This device is explicitly designed to be discreet
and robust to ambient noise.

3.1 Transducer Choice

Fundamentally important to this research is the choice of microphone. The
choice is informed by the following factors:

1. Sensitivity to the frequencies of interest. Some of these frequencies are
marked on fig. 3.1; note that heart and lung sounds have substantial energy
at near-infrasonic frequencies.

2. Robustness to ambient noise.

3. Robustness to friction noise and body motion.

Most electronic devices use electret or condenser microphones. These type of
microphones have been used in related devices [70, 34] and are easy to work
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Figure 3.1: Frequency ranges for different body sounds.

with from the perspective of electronics design. However, they do not meet the
three criteria. Microphones of these types have poor frequency response below
50Hz and work by picking up vibrations in the air, making them susceptible to
ambient noise. It is also likely that these microphones would be susceptible to
friction noise during noise.

Contact microphones, usually constructed from piezoelectric elements, do not
have these issues, and have been used successfully by a related device [49].
They have excellent low-frequency response and pick up vibrations from the
skin directly, making them less susceptible to ambient noise. However, these
microphones also introduce their own challenges:

1. “Tinny” sound: standard acoustic circuits are not designed for piezoelectric
elements which are capacitive. If the amplification circuitry has too low
an impedance then the signal will be high-passed, hence it would not be
possible to detect heart or lung sounds.

2. Acoustic impedance matching between the skin and microphone: signifi-
cant mismatch causes most of the signal to be reflected at the boundary.
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(a) Breadboard (b) Veroboard

Figure 3.2: Photos of the circuits used for prototyping.

3.1.1 Initial Experiments

Based on the trade-offs it was decided that contact microphones were the best
option for real-world usage. Prototype amplifier circuits (described in more depth
in section 3.3.2) were constructed to evaluate different configurations; photos of
these circuits can be seen in fig. 3.2.

The first sensor element considered was a brass piezo disk. Application of the
disk to the skin could extract a faint heartbeat signal when the piezo element was
placed on top of the heart; however, frequencies above 50Hz were significantly
attenuated. To improve the acoustic matching, a film of water based gel1 was
placed between the sensor and skin; this improved signal quality, but not to an
acceptable level. This setup was also impractical as the gel would dry out.

A piezo film sensor was also evaluated. Taping the film directly to the skin did
not provide any useful signal above 5Hz. The respiration waveform, however,
could be cleanly extracted if the film was applied vertically on the bottom rib. In
this form it is acting as a strain gauge rather than as a microphone; it is already
known that strain sensors can recover respiration rate and volume [8].

1same as used during medical ultrasound procedures
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3.1.2 Chosen Microphone

While it might be possible to build a microphone using a piezoelectric disk, the
design space is too large to empirically evaluate: thousands of materials could
be used to create a matching layer. Simulating the microphone properties using
finite element analysis software, such as OnScale [21], is the most sensible method
for finding a matching layer. This work is beyond the scope of this project, and
is left as future work.

An off-the-shelf contact microphone [20] designed for integration into electronic
stethoscopes was chosen for use in the prototype. An independent study [5]
verified that the sensor could be used to record heart sounds. A downside with
this sensor was that it required pressure against the skin in order to make a
recording, necessitating the use of an elastic strap to hold it against the skin; it
was not possible to use (medical) tape, or a patch, to hold the sensor onto the
body.

3.2 Identifying Wearable Requirements

Requirements for the proposed wearable were identified, and are given with their
motivation.

1. The device must be small enough to be worn on the body, underneath
clothing. It is unethical to expect experimental participants to perform the
exercises topless.

2. The device must be standalone. One reason for this criteria is that it is
important to obtain data when the user is moving. A consistent issue with
prior work is that the evaluation does not adequately assess the impact of
user motion. Another reason is that piezo signals rapidly degrade with wire
length. Charge amplifiers can mitigate these issues to a limited extent, but
they are ineffective for lengths of multiple metres.

3. Power consumption needs to be low enough that the device can be run
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from a small battery. Larger batteries are heavier meaning that the device
will be less stable on the body. A larger battery could be put in the pocket
of the experimental participant, but the power cable will pull on the device,
introducing motion artifacts.

4. Support for the transducer selected. As explained in section 3.1, specialised
circuitry is necessary to work with piezoelectric elements to avoid high
passing the signal.

5. (Preferably) Support for an inertial measurement unit (IMU). Collecting
inertial data alongside the audio data allows for multi-modal sensor fusion
to be investigated.

It was difficult to find an off-the-shelf solution to the fourth requirement. While
there exist expansion boards for Raspberry Pis and microcontroller boards to
enable audio recording, they are not designed for contact microphones. They were
also too large to be integrated into a wearable platform and do not include IMUs.
To meet these requirements, some printed circuit boards were manufactured.

3.3 Hardware

This section gives an overview of the wearable hardware; design choices were
made to optimise for datalogging.

3.3.1 Microcontroller

A Teensy 3.2 development board was selected to control the wearable. It was
also possible to use a Raspberry Pi Zero, but the Teensy had several advantages
over this option:

• The Teensy is Cortex-M4 based, and has lower power consumption than
the Pi. The Teensy consumes 0.1W at full load with default settings [39].
The Pi uses 0.4W while idle with all unnecessary peripherals (e.g. HDMI)
disabled [47].
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(a) Top side of board. (b) Bottom side of board. (c) Top side when sol-
dered.

Figure 3.3: Photos of the printed circuit board.

• Audio datalogging projects have been built on top of this platform [63].
The board manufacturer has written a dedicated audio library with a code
generation tool [58].

• The Teensy has a high speed 16-bit ADC onboard suited for audio capture.
The Pi does not have an ADC.

Although the Teensy is slower than the Pi, it is fast enough to perform basic
real-time signal processing if it was found to be necessary.

3.3.2 Printed Circuit Board Implementation

The PCB was designed so that the Teensy could plug into it. The design had 2
layers, and had dimensions of 31x37mm. Most board area is devoted to audio,
but some ancillary functionality was included.

Power

A boost converter was included, meaning the board could be powered from a LiPo
battery. Additional regulation circuitry was included as the Teensy’s onboard
regulator was insufficient to power a microSD card.
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Approximately 25% of board area was devoted to keeping the analogue power
supply as clean as possible, as this impacts the audio quality. Large bulk ca-
pacitors suited to dampening the frequencies of interest were included, along
with extensive use of decoupling capacitors on ICs (more aggressive than normal
practice). The digital and analogue grounds were kept separate.

Inertial Sensing

An IMU was integrated into the board to allow for the simultaneous collection
of inertial data. The InvenSense MPU-9250 [41] was chosen for the following
reasons:

• It has low power consumption with low noise on readings.

• Several libraries for interfacing with it exist due to its popularity.

To avoid contention on the SPI bus, which was used to communicate with the
microSD, the IMU was attached to the I2C bus.

Audio

Figure 3.4: Schematic of the amplification circuitry used.

Connecting the microphone directly to the ADC yields poor results as there would
be a poor impedance match which would high-pass the signal. The microphone
output would also not use the full ADC range, resulting in lower resolution record-
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ings than would otherwise be obtainable. It is necessary to amplify the signal
while preserving the low frequency components.

A buffer circuit was built using a single operation amplifier stage to improve the
impedance match. Piezo voltage spikes were handled using transient voltage
spike diodes. The buffered signal was fed into passive RC high-pass and low-pass
filter stages and amplified using non-inverting amplifiers. The amplified signal
was then connected to the Teensy’s ADC. The schematic can be seen in fig. 3.4.
The low-pass cut-off is approximately 3.4kHz, below the microphone’s resonant
frequency, but above the frequencies of interest.

The final PCB design used a low-power audio operational amplifier [45] designed
for wireless microphones. An alternative design using a charge amplifier in place
of the buffer circuit was also evaluated while prototyping. As the microphone wire
was short and shielded, this design offered little benefit over a voltage amplifier
in practice. Another consideration was that audio operational amplifiers are
optimised for voltage amplification.

3.3.3 Casing

An enclosure for the PCB and microphone was built and mounted onto an elastic
strap that could be worn around the torso. The wearable resembles commercially
available chest mounted heart rate monitors [46, 14]. The enclosure was designed
using Autodesk Fusion 360 [9] and 3D printed.

An initial iteration was unsuitable as the band was attached to the bottom of
the casing, inducing a moment, and causing motion artifacts to be amplified. A
second iteration was built which accounted for these issues by splitting the wear-
able into two halves. One half contained just the microphone enclosure; it was
designed to be as thin as possible. The other half contained the electronics. The
battery was moved into a separate enclosure on the band to minimise the weight
localised in a single area. The parts were printed with less “infill” where possible,
to reduce weight; the reduced structural rigidity was not an issue. Renders of
the final design are shown in fig. 3.5.
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(a) Constructed (b) Exploded view

Figure 3.5: Renders of the final casing used for the wearable.

The final wearable is shown in fig. 3.6. A button and LED was added to allow
participants to start the recording and monitor the wearable status. This wearable
had a depth of 37mm, which is shallow enough to fit under loose clothing. Future
iterations could reduce the depth with tighter integration of the microcontroller
module.

3.4 Software

A datalogging program was written for the Teensy using C++. The program
continuously collected audio and IMU data and wrote it to a microSD card. The
datalogger used several open-source libraries2 to achieve this functionality.

It is not possible to simultaneously maintain two files on the microSD card, as
access is slow when switching between files which causes samples to be dropped
from RAM. Instead, data is dequeued from buffers for each sensor, and placed

2all licensed under MIT licenses
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Figure 3.6: The final casing, as used during the data collection.

into a 512 byte block with a fixed memory layout. A Python script was written
to interpret the blocks.

3.5 Device Evaluation

The wearable was assessed to ensure that it could be used for data collection.
It was checked that the recordings made by the device had no dropped samples,
and that the IMU and audio data were synced.

It was possible for the device to run for 3 hours off a 560mAh battery while
continuously logging to a microSD. This was acceptable for data collection as
individual trials would not take this long.

3.5.1 Signal Defects

It was observed that there was noise present on the audio signal at specific
frequencies. Four fundamental frequencies were observed:
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• 100Hz — corresponding to ground-loop buzz.

• 343 and 654Hz — related to microSD communication.

• 1000Hz — corresponding to the IMU sampling frequency.

These freqencies can be seen in fig. 3.7a. The presence of these defects indi-
cates that the board design has power supply defects. The latter two defects
are the result of digital noise reaching the analogue circuitry. As explained in
section 3.3.2, significant effort was devoted to keeping the supply clean. There
are two sources of noise:

1. Insufficiently smooth positive rail.

2. Poor grounding causing noise on the digital ground to leak to the analogue
ground.

Poor grounding is probably the primary source, and it explains the presence of
100Hz buzzing. Some fluctuations in the positive rail will usually be filtered by
the operational amplifier IC’s power circuitry; this filtering is not commonly done
at the ground rail. However, it is impossible to be certain of this conclusion
without taping-out new designs. It is difficult to know ahead of time whether the
design sufficiently eliminates noise: several revisions are usually required. Only
one iteration was built during this project, as these defects are trivial to remove
due to their extremely narrow spectral width. Figure 3.7 has power spectral
density plots before and after a comb filter was applied using forward-backward
filtering (MATLAB filtfilt).

As this project is continuing after submission, it is likely that a new board revision
will be made. For future revisions it would be sensible to incorporate a separate
linear-dropout voltage regulator for analogue circuitry. Another improvement
would be adding extra layers to the board to improve grounding; this was not
done in the original design as moving to 4 layers would quadruple the fabrication
cost.
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(a) Power spectral density for raw recording made by the wearable.
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(b) Frequency response of filter applied to raw recordings.
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(c) Power spectral density after applying comb filter. Note: different scaling for y-axis.

Figure 3.7: Filtering applied to clean up the raw recording made by the wearable.
Power spectral densities calculated using Welch’s method.
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Chapter 4

User Study

Before conducting the user study, the optimal placement for the device was
investigated. The experimental protocol, along with motivation for the design, is
provided. Finally, qualitative conclusions from the collected data are presented.

4.1 Optimal Placement for the Wearable

Various placements for the device were evaluated. As explained in section 2.2.1,
the placement needs to be discreet otherwise users will not adopt the device. Four
possible placements, which are often evaluated during diagnostic auscultation by
physicians, were considered, marked in diagram fig. 4.1:

1. Bottom of sternum.

2. On the back, behind the heart.

3. Bottom of ribcage (offset towards with heart).

4. At the top of the chest (offset towards the heart). This placement was
selected to be on top of the bronchus, which was hypothesised to allow
better transmission of respiratory sounds.

Placement 1 is impractical for women and some men due to the necessity of
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Figure 4.1: Placements considered for the wearable. Note that placements 1, 3
and 4 are on the chest, while 2 is on the back. Source image: [37]
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Figure 4.2: The maximum amplitude in the audio for different events of interest
for the two placements evaluated (3 and 4 in fig. 4.1).

a strap to hold the device in contact with the skin. Placements on the ster-
num were generally unstable due to the surrounding curvature (which has a wide
inter-person variance). Placement 2 is also problematic: shoulder blade move-
ment displaced the device from the skin. Another downside of this location would
be that the IMU data collected would not be usable for studying the seismocar-
diogram or respiration waveform.

Placement 3 and 4 were evaluated on the author, and the results are summarised
in fig. 4.2. The top of the chest is the better placement: although respiratory
events were comparable in amplitude across the placements, all other types of
events were louder when using the placement at the top of the chest. It is worth
mentioning, however, that for medical applications there are reasons to listen to
the lungs. The crackles described in section 2.3 are lung sounds, while wheezes
are tracheal.
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4.2 Data Collection

Ethical approval was obtained to conduct a user study on healthy subjects. Exper-
iment participants would wear the constructed device and would perform several
activities under a variety of noise regimes.

The following data was recorded from users using the constructed device:

• Acoustic data from the microphone.

• All 3 axes of accelerometer data.

• All 3 axes of gyroscope data.

A ground truth device, the Zephyr Bioharness 3 [73], was also worn by partic-
ipants. This device also used a band, but was worn around the bottom of the
ribcage; fig. 4.3 indicates how the two devices are worn together. The ground
truth device could record: (2 lead) ECG data, 3 axes of acceleration data, and the
respiration signal. All this data was collected to validate the microphone. The
ECG data can be used to assess the heart rate estimation accuracy. The respi-
ration data is useful for assessing whether it is possible to monitor the breathing
sounds and therefore derive the respiration rate from sound alone. Acceleration
data was used to synchronise recordings between the two devices, and can be
used for validating the presence of motion.

4.2.1 Procedure

An experimental procedure was designed in order to assess the microphone de-
vice’s performance in a wide variety of scenarios. Three different noise regimes
were defined:

1. Silence.

2. Music placed 1 metre from the experimental participant; average loudness
at participant approx. 63dB.
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Figure 4.3: Photo of the author wearing the microphone and ground truth de-
vices.

3. Background noise from a coffee shop placed 1 metre from the experimental
participant; average loudness at participant approx. 42dB.

Participants were asked to perform the following activities:

1. Breathing normally (all regimes).
2. Breathing deeply (all regimes).
3. Coughing 10 times (all regimes).
4. Clearing throat 10 times (all regimes).
5. Swallowing 5 times (all regimes).
6. Drinking water (silent regime only).
7. Sniffing 10 times (all regimes).
8. Reading a new article (silent regime only).
9. Walking for 5 minutes (silent regime only).

10. Jogging for 5 minutes (silent regime only).

To the best of the author’s knowledge, this is the most extensive evaluation
dataset of a chest-mounted audio-based device: several noise regimes are as-
sessed, along with several activities that are of interest. In particular, this is the

29



first dataset which adequately considers motion and its impact on the record-
ings obtained from the body. There is sufficient data to support future analyses
beyond the scope of this dissertation: examples include respiration rate or res-
piratory event (e.g. coughing and sniffing) monitoring. An extensive analysis
for either of these problems would constitute a publication at a top-tier confer-
ence. Ethical approval was obtained to release this dataset to the wider research
community.

The procedure attempts to distinguish between digestive sounds (swallowing,
drinking) and ventilatory sounds. This is of interest as there is little acoustic
data for tracking these digestive sounds, and it is unclear if a chest mounted
device could be used to adequately discern them. Motion activities are not
performed on a treadmill, as in many studies, because it known that walking on
a treadmill does not correspond exactly to forces experienced by the body when
walking on ground [68].

As it is intended that this dataset will be released, there is a risk of de-anonymisation
for experimental participants. Participants were warned that the dataset may be
released, and the procedure was designed to minimise the risk of participants
divulging personal information; one example is the procedure involving the read-
ing of news article and no other speech. Additionally, only healthy individuals
were recruited for the study to prevent identification from uncommon medical
conditions.

9 participants were recruited (3 women). Each trial yielded approximately 30
minutes of data.

4.2.2 Issues Encountered During Collection

As would be expected for a user study of this kind, there were initial issues. The
first problem was associated with power: the power connector selected had a
tendency to become loose, causing the recording to cease. This was fixed by
changing the connector.

The main issue observed during the collection was microSD card failures. Some
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microSD cards could not sustain continuous recording for extended periods of
time, and would stop non-deterministically; however, each card was fine after
power cycling. This behaviour varied by card manufacturer. It would be prudent
to use a more robust alternative such as eMMC storage in future device revisions.
To minimise the risk of data loss, later participants made several short recordings
rather than one extended recording.

4.3 Qualitative Findings from Data

Figure 4.4 has several spectrograms for the different activities participants were
asked to perform. Qualitatively it did not appear that the different noise regimes
had any effect, so no distinction is made. This noise robustness validates the
reasoning given in section 3.1 for choosing a contact microphone.

The heart sounds are clearly visible during periods when the participant was
resting (fig. 4.4a). Normal breathing does not appear to be discernable for most
participants; this sound has little power, and requires precise placement of the de-
vice to capture. The author evaluated this hypothesis and found that there was a
region of approximately 1cm2 where normal breathing sounds could be identified.
Deep breathing (fig. 4.4b), however, is audible for every participant and can be
seen in the spectrogram. Other respiratory events can also be identified: coughs,
throat clearing, sniffing and speech are all visible in the spectrogram and are likely
distinct enough that a convolutional neural network classifier could be accurately
classify them from the spectrogram. Swallowing and drinking sounds are mostly
contained below 70Hz, with the exception of gulps taken when drinking: these
are loud, and can have significant energy up to 600Hz. This is interesting as it
was difficult to find evidence of these sounds being audible during auscultation
of the chest.

The spectrograms for walking and running demonstrate a stark difference: during
walking the spectral energy is contained below 100Hz, which suggests that it may
still be possible to discern individual heart sounds, as they have significant energy
between 100 and 200Hz. Running, however, induces energy at frequencies up
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(a) Normal breathing

(b) Deep breathing

(c) Coughing

(d) Clearing throat
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(e) Speech

(f) Sniffing

(g) Swallowing

(h) Drinking
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(i) Walking

(j) Running

Figure 4.4: (Power) spectrograms for different activities evaluated during the
user study.
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to 300Hz in some individuals. This difference suggests that it may be possible
to use audio from the body to do activity recognition, without using an IMU
as most wearables do to perform this functionality. It is worth noting that it is
possible to see sudden increases in energy at frequencies below 50Hz for both
spectrograms: these are footsteps. This audio does not correspond to sound as
we would normally perceive it: it is really a measure of body tissue vibration, and
it extends into the infrasonic frequencies. It was hypothesised that these spectra
observed during motion were due to clothing rubbing against the device during
motion; the author evaluated this hypothesis by using the device while topless
and observed no difference.
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Chapter 5

Continuous Heart Monitoring

In this chapter, two different algorithms for continuous heart monitoring are
described. The first algorithm, which estimates the heart rate, is designed to
be cheap to compute continuously, to the detriment of robustness to activities
such as speech or motion. It is argued that these events are rare: the median
number of steps walked per day by adults in the UK was under 2000 according to
one study [7], which corresponds to approximately 8 minutes per day. A similar
argument can be made for other events, such as speech. Another algorithm,
which segments the audio into the phases of the cardiac cycle, is also proposed;
this algorithm is more computationally expensive, but is more noise robust and
yields medically relevant information that a heart rate estimate does not.

The algorithms described in this section are adapted from work in the PCG
analysis literature. Researchers in this field do not analyse their work in the
context of limited computational resources or robustness to noisy measurements.
For wearable devices, however, this is a paramount consideration: several novel
adaptations to the original algorithms are described to enable usage in the wild.
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5.1 Heart Rate Estimation

Springer et al. [55] provided a survey on various techniques that have been pro-
posed to estimate the heart rate robustly from noisy PCGs. Each technique used
the following structure:

1. Some kind of preprocessing, usually including wavelet denoising.

2. Extraction of signal envelope, over the entire recording. Empirically, the
authors found that the Hilbert envelope was the best choice.

3. Calculating the autocorrelation of the envelope, and choosing the most
prominent peak which is within a plausible lag. Too short a lag usually
corresponds to overlap between the S1 and S2 heart sounds; too large a
lag does not correspond to the heart beat.

Springer et al. ran their algorithms over entire PCGs, which varied in length to
over 120 seconds, but type of processing is implausible with low power embed-
ded processors: there is insufficient RAM to fit the samples and the O(n logn)
runtime of the autocorrelation makes real-time processing infeasible. Wavelet
denoising is also an expensive procedure.

Algorithm 1 is proposed, which considers the criticisms of the original algorithms
from the literature. One novel change is that the signal is divided into windows,
and for each window a peak from the autocorrelation peak is chosen. This limits
the RAM necessary for processing, and allows for real-time estimation. There
is a downside to using smaller windows: they are less noise robust. To account
for this, the lags are post-processed, and outliers are rejected by comparing to a
window of previous measurements. In practice, outliers over-estimated the heart
rate. Consider the autocorrelation spectrum when the wearer coughs halfway
between two heart beats: in this case, the autocorrelation spectrum would have
a peak corresponding to the distance between a beat and the cough, which could
dominate the true peak. A simplistic scheme to detect outliers is used: any peaks
above a fixed percentile of the previous window of measurements are rejected.
The remaining lags are Kalman filtered [61] to arrive at a final heart rate estimate,
as the technique can robustly handle missing measurements. Some applications
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Algorithm 1 Efficient heart rate estimation. For simplicity the pseudocode
assumes batch processing.

function HeartRateEstimate(x, minbpm, maxbpm, fs, windowSize,
percentile)

// Filtering motivated by heart sound frequencies given in
section 3.1

x = bandpass(25, 175)
maxlag = (60 / maxbpm) × fs
minlag = (60 / minbpm) × fs
lags = list()
for window in x do

envelope = HilbertEnvelope(window)
autocorrelated = Autocorrelate(envelope, maxlag)
lags.append(ChoosePeak(autocorrelated, minlag, maxlag))

bpm = 60 / (lags / fs)
outliers = OutlierReject(bpm, windowSize, percentile)
bpm = KalmanFilter(bpm, outliers)
return bpm

use the Kalman filter’s mean and variance estimates to reject outliers; in this case,
however, this is ineffective as the distribution of observations is bi-modal, and
cannot be approximated by a Gaussian. The final implementation used 2 second
audio windows, and rejected any windows that were above the 70th percentile
of the previous 7 windows. Using 2 second windows means that the samples can
fit into a 1024-point FFT while still satisfying the Nyquist limit.

Visualisations of the stages of signal processing can be seen in fig. 5.1. A stark
difference can be seen between the resting and walking activities: when the user is
walking, the autocorrelation peaks correspond to footsteps. The most prominent
peak, at a lag of approximately 250 samples, corresponds to 2 footsteps per
second, corresponding to walking pace [62]. When the user is still it is possible
to determine the S1-S2 distance (the peak at 150 samples), along with the most
prominent peak when the two beats align best (the peak at 500 samples).
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Figure 5.1: Visualisation of the stages in algorithm 1, for both still and walking
situations. Audio sampled at 500Hz.
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5.2 Segmentation

The following section describes an algorithm for segmenting the audio into phases
in the cardiac cycle. By incorporating knowledge of the cardiac cycle the algo-
rithm is more robust to noise. It can be used to estimate heart rate variability
(HRV), which is the standard deviation of intervals between R-peaks in the ECG1,
and a useful proxy for measuring stress levels [60] (amongst other uses).

5.2.1 State of the Art

Springer et al. proposed an algorithm for PCG segmentation, which used a hidden
semi-markov model (HSMM) to model transitions between states [54]. The audio
is assumed to continously cycle through 4 states: S1, systole, S2 and diastole.
An HSMM allows for the state residence time to be modelled, as the transition
probabilities are dependent on the time that has elapsed since entry to the current
state. An ordinary HMM models residence distributions as geometric, which is a
poor approximation for this problem. Their work assumed that the duration of
each phase was normally distributed.

The emission probabilities for each state were modelled using logistic regression
trained from four features extracted from the PCG. Each feature was a type
of envelope extracted from the signal. The envelopes were downsampled and
labelled as belonging to one of the four phases using reference ECG data which
had been collected alongside the audio.

5.2.2 Adaptations for Continuous Monitoring

A reproduction of this technique was attempted. Following Springer’s procedure,
the audio data was labelled using the ground truth ECG: it is possible to localise
the start of the S1 sound from the ECG R-Peak, and the start of the S2 sound
from the ECG T-Wave. When labelling, each S1 and S2 sound was assumed to

1the phases of an ECG can be seen in fig. 2.1b
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last the mean duration reported by Schmidt et al. [52] for the two types of sound
on their expertly annotated dataset. Unfortunately, results on the collected data
were extremely poor when using the technique as described. The original features
proposed are insufficiently robust to noise: envelope based features are disrupted
by transient changes in signal amplitude.

In section 4.3, it was observed that different activities introduced power into
different parts of the spectrum. Motivated by this observation, the magnitudes
of coefficients from the Short-Time Fourier Transform (STFT) were used as
features instead. The reasoning is that a classifier could learn to ignore spikes
in coefficients that correspond to known noise profiles—so long as the rest of
the coefficients are consistent with a heart sound. For numerical robustness,
the log-magnitude is used as a feature. An audio sampling rate of 500Hz was
assumed, which allows for frequencies below 200Hz to be distinguished, assuming
a high-quality anti-aliasing filter. The STFT was performed on 16 samples, using
a hop length of 5 samples; the samples were windowed using the Hann function.
These choice of coefficients yields 100 × 9 features per second.

A plot of the features against time is given in fig. 5.2. When the user is still,
consistent spikes in all features can be observed, corresponding to heart sounds.
Determining the location of the heart sounds from walking data is difficult, but
not impossible. As explained, the noise introduced by walking primarily affects
low frequencies (sub-100Hz), and hence a classifier could—in principle—learn to
handle these trends. It is possible to learn the approximate magnitude for each
feature that corresponds to a heart sound: if the magnitude is too high, then it
is likely affected by noise.

Logistic regression was ineffective when noise was present, due to its ability to
learn only linear decision boundaries. Random forests were substituted as an
alternative which could learn more complicated relationships, while admitting
efficient inference on a microcontroller. After making this substitution, perfor-
mance improved to an acceptable level. The random forest was trained to predict
the presence of either type of heart sound, reducing it to a binary classification
problem. At time t it was assumed that the emission probability for the S1 and S2

states was the same; the same procedure was applied to the systole and diastole
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(a) Still
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(b) Walking

Figure 5.2: Plot of spectral features used for segmentation against time. Higher-
indexed features correspond to higher frequencies. The features are extracted
from the same audio samples used to create fig. 5.1.
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states. This technique was highly effective: it is difficult for the random forest
to accurately disambiguate between the states when trained in a one-versus-rest
fashion. This is unsurprising as there is little to disambiguate the systole and
diastole states, which correspond to a lack of heart sounds. The S1 and S2

sounds are also highly similar, differing mainly in duration. By tying the emission
probabilities, the inference of the most likely path through the states relies on
duration information. This is relatively easy as the systole and diastole states
have notably different durations: values of 0.128 ± 0.062 and 0.356 ± 0.121
seconds for the two states were observed in the collected dataset.

To prevent overfitting, and minimise inference time, a forest of 10 trees with
a maximum depth of 8 was used. Increasing these hyperparameters yielded
marginal improvements in classification, with correspondingly longer inference
time. Another aspect that was explored was the use of Mel-frequency cepstrum
coefficients (MFCCs), which are derived from the STFT coefficients, and are a
popular choice for features when working with audio. MFCCs offered no benefit
over raw STFT coefficients in this case, and were not used as they require extra
computation to derive.

Estimating Heart Rate and Variability

The labelling generated by algorithm 2 must be post-processed to obtain the heart
rate and variability. Algorithm 3 indicates the algorithms used to obtain these
values. The intervals between heart beats are found from the labels; intervals
are the differences between the start of two S1 states.

It is not necessary to filter outliers before Kalman filtering when estimating the
heart rate; the HSMM assumptions prevent a bimodal distribution in inter-beat
intervals. However, when calculating the heart rate variability, a standard tech-
nique [26] from the biomedical signal analysis literature is used. If the inter-beat
time deviates from the mean of the previous 4 inter-beat times by more than
30%, it is assumed to be an outlier.
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Algorithm 2 Heart rate segmentation.
Require: N: Number of states;
T: Length of sequence to decode;
B: Emission probabilities;
A: Transition matrix;
π: Initial state probabilities;
p: Duration matrix; pj(d) is the probability of staying in state
j for duration d;
dmax: Length of duration matrix
function HsmmDecode(N, T, B, A, π, p, dmax)

Initialise δ, ψ and D matrices (shape T ×N)
for j in 0 . . . N − 1 do

δ0(j) = πj

for t in 1 . . . T − 1 do
for i, j in (0 . . . N − 1, 0 . . . N − 1) do

Let e(d) = maxi ̸=j{δmax(0,t−d)(i)·A(i, j)}·pj(d)·
∏t

k=max(0,t−d)B(j, k)
// This is similar to Viterbi for a normal HMM
// NOTE: This is an inner loop
δt(j) = max1≤d≤dmax e
Dt(j) = arg max1≤d≤dmax e

ψt(j) = arg max0≤k≤N−1{δt−Dt(j)(k) ·A(k, j)}

// Decode from calculated matrices
t = T − 1
q∗t = arg maxi δT−1(i)
while t > 0 do

d∗ = Dt(q
∗
t )

q∗t−d∗→t−1 = q∗t
q∗t−d∗−1 = ψt(q

∗
t )

t -= d∗

return q∗

function SegmentHeartCycle(x, classifier)
// log-magnitudes of STFT coefficients
features = ExtractFeatures(x)
// Estimate emission probabilities used during decoding
probs = estimateEmissionProbs(classifier, features)
return HsmmDecode(4, Len(probs), probs, . . .)
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Algorithm 3 Estimation of heart rate and variability from labels generated by
the segmentation algorithm. Assumes batch processing for simplicity.

function EstimateHeartRate(labels)
deltas = FindTimesBetweenBeats(labels)
bpm = 60 / (deltas / labelSampleRate)
bpm = KalmanFilter(bpm)
return bpm

function EstimateVariability(labels)
deltas = FindTimesBetweenBeats(labels)
retainedDeltas = List()
for i in 1. . .Len(deltas) - 1 do

// Find the mean of the 4 previous inter-beat times
window = deltas[Max(i - 4, 0): i]
m = Mean(window)
// Reject if more than 30% away from the local mean
if m × 0.7 ≤ deltas[i] ≤ m × 1.3 then

retainedDeltas.Append(deltas[i])
return StandardDeviation(retainedDeltas)

5.3 Evaluation

The algorithms will be evaluated from two perspectives: accuracy and their
viability of implementation on plausible hardware.

5.3.1 Accuracy

Both algorithms will have their heart rate estimations evaluated with reference
to the ECG. The quality of the segmentation and heart rate variability estimates
will also be assessed for the segmentation algorithm.

Since the segmentation algorithm relies training a random forest, its results are
reported using leave-one-person-out cross-validation. The experiments were re-
peated 10 times as the classifiers used to calculate emission probabilities have
random initial state.
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ECG Preprocessing

Raw ECG data was processed using the BioSPPY [67] and Neurokit [1] libraries.

There is no agreed algorithm for estimating the heart rate from ECG data. Using
the raw signal derived from the time between beats yields noisy results because of
heart rate variability. It was decided to apply exponential smoothing to the raw
signal i.e. s(t) = αx(t)+(1−α)s(t−1). α = 0.075 was chosen as a compromise
between rejecting high-frequency noise while still preserving local trends.

For heart rate variability estimation, the same outlier rejection method as used
in algorithm 3 is used [26].

Rate Estimation

The rate estimation algorithms were evaluated over every activity-noise regime
pair. The estimates were compared to the ground truth every 2 seconds.

Estimation results for the autocorrelation- and segmentation-based algorithms
are given in table 5.1 and table 5.2 respectively. A visualisation of the tracking
for each algorithm over an entire data collection trial is also shown in fig. 5.3.

There are several points for discussion:

• Accuracy when resting is competitive with commercially available chest-
mounted heart rate trackers; one study indicated a popular device had
a mean percentage error of 0.8% [17], but it should be emphasised that
the authors do not explain their method for calculating the ground truth.
With the segmentation method, a mean percentage error of approximately
3.34% was obtained in the worst case, but the median percentage error
was below 0.33% for each scenario. The first section of fig. 5.3b demon-
strates this visually: the estimate tracks the ground truth almost perfectly.
The performance with the autocorrelation-based algorithm is accurate to
within 2% median percentage error even under noisy conditions, which is
sufficiently accurate to be useful.
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Activity Noise
Regime

Median
Absolute

Error /
BPM

Mean
Absolute

Error /
BPM

Median
Percentage

Error

Mean
Percentage

Error

Rest Silence 2.47 6.73 3.24 10.95
Rest Music 1.27 3.25 1.86 4.58
Rest Conversation 1.22 1.65 1.72 2.17
Deep Breathing Silence 2.41 2.98 2.98 3.64
Deep Breathing Music 2.02 2.69 2.36 3.08
Deep Breathing Conversation 1.79 2.06 2.11 2.42
Coughing Silence 5.05 7.69 5.69 8.07
Coughing Music 10.33 12.17 13.18 15.05
Coughing Conversation 11.07 12.35 13.37 14.63
Clearing Throat Silence 5.68 9.66 8.43 13.10
Clearing Throat Music 11.77 12.81 14.40 18.06
Clearing Throat Conversation 9.68 12.85 12.85 17.62
Swallowing Silence 4.03 7.04 4.82 9.05
Swallowing Music 7.49 9.75 9.63 13.27
Swallowing Conversation 5.04 11.39 6.44 15.26
Drinking Silence 5.43 11.12 6.57 14.71
Sniffing Silence 12.69 12.32 17.53 16.78
Sniffing Music 5.06 7.99 6.73 10.71
Sniffing Conversation 2.93 5.90 4.15 7.98
Speech Silence 28.75 29.46 39.84 43.50
Walking Silence 13.31 13.80 16.33 16.78
Running Silence 25.61 23.73 22.61 20.46

Table 5.1: Accuracy of autocorrelation-based estimation algorithm (algorithm 1).

• It does not appear that the noise regime affects the accuracy of the esti-
mation algorithms — or, it is necessary to collect a larger dataset to arrive
at a definitive conclusion. For each activity, it is unpredictable which noise
regime will yield the worst results: on multiple occasions the silent noise
regime is worst.

The results for sniffing and coughing under the silent regime appear to be
anomalous and related to the way of the way the data collection was run;
most experiment participants made multiple recordings, and these activities
were the first in each recording. As the Kalman filter needs several samples
to converge to an accurate estimate these results are worse than would be
expected.
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Activity Noise
Regime

Median
Absolute

Error /
BPM

Mean
Absolute

Error /
BPM

Median
Percentage

Error

Mean
Percentage

Error

Rest Silence 0.23 ± 0.01 1.18 ± 0.08 0.33 ± 0.02 1.49 ± 0.09
Rest Music 0.20 ± 0.01 2.91 ± 0.11 0.26 ± 0.02 3.34 ± 0.13
Rest Conversation 0.14 ± 0.04 2.54 ± 0.12 0.22 ± 0.07 2.77 ± 0.13
Deep Breathing Silence 5.18 ± 0.27 7.15 ± 0.11 6.04 ± 0.32 7.80 ± 0.12
Deep Breathing Music 11.84 ± 0.43 14.20 ± 0.21 13.91 ± 0.56 15.07 ± 0.24
Deep Breathing Conversation 8.47 ± 0.74 12.29 ± 0.30 9.94 ± 0.82 13.25 ± 0.34
Coughing Silence 13.75 ± 1.45 13.61 ± 0.61 14.24 ± 1.38 14.33 ± 0.67
Coughing Music 5.81 ± 0.40 8.59 ± 0.23 6.98 ± 0.49 9.53 ± 0.29
Coughing Conversation 5.32 ± 0.32 8.73 ± 0.19 6.75 ± 0.57 9.57 ± 0.23
Clearing Throat Silence 5.40 ± 0.57 7.90 ± 0.35 6.71 ± 0.85 8.96 ± 0.41
Clearing Throat Music 4.14 ± 0.50 7.27 ± 0.33 5.70 ± 0.67 8.68 ± 0.49
Clearing Throat Conversation 1.40 ± 0.18 4.78 ± 0.36 1.91 ± 0.19 5.31 ± 0.40
Swallowing Silence 2.51 ± 0.78 5.65 ± 0.27 2.93 ± 0.90 6.28 ± 0.32
Swallowing Music 3.24 ± 0.86 5.42 ± 0.31 3.98 ± 0.81 6.19 ± 0.35
Swallowing Conversation 3.09 ± 0.53 8.11 ± 0.18 4.33 ± 0.76 9.46 ± 0.24
Drinking Silence 7.07 ± 0.27 7.97 ± 0.30 8.23 ± 0.38 9.18 ± 0.34
Sniffing Silence 2.89 ± 0.41 4.63 ± 0.29 3.63 ± 0.34 5.73 ± 0.44
Sniffing Music 1.02 ± 0.22 3.85 ± 0.39 1.45 ± 0.35 4.79 ± 0.55
Sniffing Conversation 1.18 ± 0.10 3.77 ± 0.22 1.64 ± 0.11 4.31 ± 0.26
Speech Silence 7.55 ± 0.41 10.81 ± 0.26 11.11 ± 0.56 13.85 ± 0.37
Walking Silence 6.11 ± 0.10 8.56 ± 0.09 7.35 ± 0.17 9.29 ± 0.11
Running Silence 37.61 ± 0.40 38.99 ± 0.25 31.62 ± 0.31 30.64 ± 0.20

Table 5.2: Accuracy of segmentation-based estimation algorithm.

• The segmentation algorithm is usually more accurate, with the exception
of the deep breathing activity. That activity’s error is significantly larger
than for any other type of respiratory event, including violent ones such as
coughing or throat clearing. These results are likely related to a medical
phenomenon mentioned in section 2.3.1: during inhalation, the second
heart sound splits. As breathing sounds occupy the same portion of the
spectrum as the heart sounds, it is difficult to accurately localise the second
heart sound, causing segmentation performance to degrade.

• It is possible to obtain heart rate estimates during walking, confirming
the hypothesis in section 4.3. A median percentage error of 7.35% was
obtained using the segmentation algorithm. The autocorrelation-based
algorithm is ineffective when walking: it appears to return the footstep
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rate. As predicted in section 4.3, it does not appear to be possible to
obtain any estimate when running.

• It is difficult to extract the heart rate during speech. It was hypothesised
that better results would be obtained with women, due to the fundamental
vocal frequency overlapping less with the heart sounds, but this was not
observed. On inspecting fig. 4.4e it can be seen that during speech breath
sounds can be identified, which is a possible explanation for why poor
performance was observed for both genders.

Segmentation Accuracy

Activity Noise
Regime Precision Recall F1

Rest Silence 0.976 ± 0.001 0.960 ± 0.003 0.968 ± 0.002
Rest Music 0.937 ± 0.004 0.893 ± 0.004 0.915 ± 0.004
Rest Conversation 0.963 ± 0.004 0.934 ± 0.006 0.948 ± 0.005
Deep Breathing Silence 0.864 ± 0.004 0.772 ± 0.004 0.815 ± 0.004
Deep Breathing Music 0.776 ± 0.007 0.637 ± 0.008 0.699 ± 0.007
Deep Breathing Conversation 0.819 ± 0.004 0.703 ± 0.005 0.757 ± 0.005
Coughing Silence 0.693 ± 0.011 0.568 ± 0.010 0.624 ± 0.011
Coughing Music 0.768 ± 0.009 0.682 ± 0.011 0.722 ± 0.010
Coughing Conversation 0.749 ± 0.011 0.655 ± 0.011 0.699 ± 0.011
Clearing Throat Silence 0.725 ± 0.012 0.658 ± 0.011 0.690 ± 0.011
Clearing Throat Music 0.820 ± 0.013 0.765 ± 0.012 0.791 ± 0.013
Clearing Throat Conversation 0.783 ± 0.011 0.736 ± 0.009 0.759 ± 0.010
Swallowing Silence 0.902 ± 0.015 0.865 ± 0.021 0.883 ± 0.018
Swallowing Music 0.866 ± 0.006 0.790 ± 0.010 0.827 ± 0.008
Swallowing Conversation 0.829 ± 0.013 0.752 ± 0.013 0.789 ± 0.013
Drinking Silence 0.801 ± 0.007 0.717 ± 0.005 0.756 ± 0.006
Sniffing Silence 0.832 ± 0.005 0.797 ± 0.006 0.814 ± 0.005
Sniffing Music 0.822 ± 0.008 0.790 ± 0.008 0.805 ± 0.008
Sniffing Conversation 0.818 ± 0.008 0.785 ± 0.008 0.801 ± 0.008
Speech Silence 0.652 ± 0.008 0.599 ± 0.007 0.624 ± 0.008
Walking Silence 0.548 ± 0.005 0.494 ± 0.005 0.519 ± 0.005
Running Silence 0.456 ± 0.004 0.309 ± 0.003 0.368 ± 0.003

Table 5.3: Accuracy of S1 heart sound localisation by the segmentation algorithm.
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The quality of the labelling generated by the segmentation algorithm is assessed
by evaluating the precision and recall of the predicted S1 states, relative to the
ground truth ECG. If the start of the S1 state occurs within 100ms of an R Peak
in the corresponding ECG signal, then the segmentation algorithm is deemed to
have correctly predicted the S1 state. This evaluation metric was chosen so that
it is possible to compare to Springer et al. [54]. Figure 5.4 provides an illustration
of the segmentation against the ECG ground truth; during rest, the segmentation
corresponds almost perfectly to the ground truth.

The results given in table 5.3 during rest are comparable to the results from [54]
(F1 0.956)—despite the recordings in that study coming from digital stetho-
scopes, and being based on a more computationally expensive set of features.
For deep breathing, there is a large difference between the precision and recall
than was observed for other activities. This supports the hypothesis that the
algorithm has difficulty making out heart sounds against breathing sounds.

There was significant inter-person variance during walking: two participants had
F1 scores for segmentation of approximately 0.9. In the audio for these two
participants it was found that the noise associated with the motion was below
50–60Hz, rather than the typical 100Hz. It appears that results during walking
are affected by the weight of the footsteps, the exact positioning of the de-
vice, and the quantity of body fat in the region where the wearable is mounted:
more fat means that vibrations have greater power, and take longer to dissipate,
making inference more difficult. Over-sensitivity to device positioning and body
characteristics is an undesirable flaw of the hardware, and must be considered
when building the next iteration of hardware.

Despite the poor results for segmentation during walking, the heart rate estimates
are reasonable. This behaviour is the result of the emission probability estimates
for footsteps being high enough that the Viterbi algorithm confuses them for
a heart sound, as there is a plausible time difference between the footstep and
an actual heart sound. This leads to the true S1 sound being reported as the
S2 sound, and the S2 sound not being identified due to it having lower power
than the S1 sound. When the motion noise frequencies are suppressed to lower
frequencies this failure mode does not occur, meaning high quality segmentation
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is retained.

Heart Rate Variability

Activity Noise
Regime

Median
Absolute

Error /
ms

Mean
Absolute

Error /
ms

Median
Percentage

Error

Mean
Percentage

Error

Rest Silence 4.01 ± 0.79 8.28 ± 1.30 6.14 ± 1.19 14.51 ± 2.66
Rest Music 7.50 ± 6.10 19.18 ± 2.77 14.74 ± 9.37 39.25 ± 10.13
Rest Conversation 7.78 ± 3.27 9.81 ± 1.43 13.26 ± 4.75 20.38 ± 3.10

Table 5.4: Accuracy of segmentation-based heart rate variability estimation al-
gorithm.

Finally, the heart rate variability (HRV) accuracy was assessed. As HRV requires
accurate segmentation, the results are only reported when the participant was
resting. To the best of the author’s knowledge, no empirical survey has assessed
HRV accuracy for commercially available heart rate monitors, hence it is difficult
to compare to commercial solutions. However, the errors are typically smaller
than the 10ms resolution provided by the labelling. Values reported for HRV
in healthy adults had an inter-quartile range of approximately 30ms [25]; the
accuracy obtained by this approach is therefore likely sufficient for indicative
readings.

5.3.2 Power Consumption and Latency

It has been shown that the audio data collected using a wearable device can
be used to obtain accurate heart rate estimates, alongside heart rate variability
estimates. The following section will demonstrate that the algorithms used to
derive these estimates can be run on-device.
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Benchmark Hardware

An STMicroelectronics Nucleo L496ZG-P development board [43] was used to
run latency and power consumption experiments. This board featured a ARM
Cortex-M4F processor running at 80MHz, with 320KB of SRAM and 1MB of
flash. The board incorporated an external switched-mode power supply (SMPS);
without this, the microcontroller’s voltage regulator dominates the power con-
sumption. This choice is representative of hardware that a real design could
incorporate.

To measure latencies, the clock cycle register is used. Power measurements are
reported for the microcontroller alone; measurements made for the entire board
are dominated by status LEDs. It is worth noting that a contact microphone is
a passive sensor, and does not need external power to make readings. Power
consumption associated with the sensor will be from amplification and sampling,
which is small relative to the microcontroller. The microcontroller current draw
was measured at 4.5mA during run-mode and 276 µA during sleep; the voltage
was 3.3V. Measurements assumed that ADC sampling at 11kHz, 16-bit was
enabled continuously; reducing sampling rate to 500Hz reduced the current draw
measured by approximately 1 µA. As these power measurements will be reused
in the next chapter, where a higher sampling frequency is required, the results
for the higher sampling rate are assumed.

Estimation

Algorithm 1 is sufficiently simple that a real-world implementation could be heav-
ily optimised. One optimisation would be to push the filtering into analogue
hardware. Designs could also push computation onto an efficient DSP processor,
rather than relying on a microcontroller.

On the board selected, it takes 1802 µs to calculate a 1024 point FFT at the
maximum precision supported; 1024 points is sufficient to fit 2 seconds of audio
satisfying the Nyquist limit, as the maximum frequency of interest is 175Hz.
As the algorithm calls for the computation of the Hilbert transform and the
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autocorrelation, it is necessary to perform 4 × 1024 point FFTs. Conservatively
assuming that the rest of algorithm and other overheads causes an overall runtime
of 10ms every 2 seconds, then the power consumption is under 1mW. Assuming
a 3.7V, 100mAh lithium-polymer battery and a safety margin of 0.7, the battery
life is 259 hours—over a week.

Segmentation

For segmentation, there are three contributors to the runtime:

1. Feature extraction. Only a 16 point RFFT is needed, but ARM’s optimised
libraries [10] do not support sizes below 32 points, which takes 29.1 µs. This
means it takes approximately 3ms to extract 1 second of audio features.

2. Emission probability calculation. Inference for one set of features with
random forest took 930 ± 56 cycles. This means it takes approximately
1.2ms to calculate 1 second of emission probabilities.

3. Viterbi algorithm. For 30s of data it took 20.86s to run the algorithm.

Assuming overheads, the segmentation algorithm requires approximately 700ms
of computation for 1s of audio. Under the same battery assumptions, this yields
a battery life of 24 hours.
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(a) Autocorrelation

(b) Segmentation Method

Figure 5.3: Heart rate tracking accuracy for the two algorithms proposed for a
single participant.
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Chapter 6

Real-Time Asthma Monitoring

In this section the viability of continuous, on-device asthma monitoring will be
explored. As asthma kills hundreds of thousands of people each year [15], con-
struction of a device which can monitor symptoms and warn the wearer before
they are aware of an issue could be of real value to society. A different data
set was used to perform these experiments, due to the difficulty of obtaining my
own dataset. Collecting data from individuals with specific medical conditions
can take several years.

6.1 ICBHI Challenge 2017 Dataset

The largest publicly available data set for respiratory sounds was used to develop
algorithms for continuous wheeze detection. The data set [50] was collected
by two teams of researchers over several years under clinical conditions using
electronic stethoscopes. It consists of 920 recordings from 126 patients, with
recordings varying in placement. There are a total of 1392 wheeze events that
have been annotated by a domain expert.

Although the data was collected using stethoscopes, it is argued that the tech-
niques developed transfer to audio collected using a wearable device. As shown in
section 4.3, it is possible to obtain high-quality recordings on a wearable device—
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even with first revision hardware. It is also worth noting that the dataset was
collected from several positions on the chest: the locations did not always cor-
respond to that used by this project’s data collection. In practice this is a useful
test; robustness to positioning is a desirable feature of a classification algorithm.

Care is taken to split the dataset so that each individual is only represented in
either the training or the test set. This prevents classification scores from being
inflated by the classifier learning to identify traits related to individuals, and which
are not related to the classification problem.

6.2 Model Selection

As mentioned in section 2.2.4, it is currently difficult to run recurrent networks
on-device. In contrast, computer vision techniques are well supported. As a
result, it is necessary to convert the audio so that the problem becomes one of
computer vision. A popular technique for audio classification is to convert the
audio to a spectrogram, and then treating it as an image [19]. This approach is
the one adopted in this chapter.

6.2.1 Appropriate Input Representation

In order to find the optimal input representation, a search over various spec-
trogram parameters was done. Windows of audio were converted to (power)
Mel spectrograms of size 32×32; the window length and maximum frequency
was varied. There is a trade-off: a larger window size provides more context,
but reduces temporal resolution. A similar argument can be made for the maxi-
mum frequency: a greater maximum frequency allows for the detection of more
harmonics, but with lesser resolution.

To avoid overfitting, the stride used to extract windows of audio from the source
was half the window size. As there are few wheezing examples, the stride is
reduced to a quarter of the window size during wheezes, for the training data only.
The size chosen was a compromise between resolution and runtime: convolutional

58



layers dominate the inference runtime, hence it is necessary to minimise the input
size. A baseline network, using a residual architecture [18], was trained on each
type of spectrogram for 40 epochs, using the Adam optimiser [27], with a learning
rate of 10−4; a cross entropy loss was used. To reduce overfitting, dropout is
used. Each experiment was run 5 times against a validation set.

The results are given in fig. 6.1. Cohen’s kappa [11] (κ) is used as the metric:
it is more robust than accuracy as it considers the possibility of agreement by
chance. Another benefit is that it allows us to compare the classifier to hu-
man classification, as it is used for evaluating inter-rater agreement. κ of 0.4,
0.6 and 0.8 correspond to moderate, substantial and almost-perfect agreement,
respectively [30]. Wheeze detection is a difficult task: in one study [6], senior res-
piratory physicians obtained a (Fleiss) κ1 of 0.54, while junior doctors obtained a
negative κ. From this perspective, the best performance observed, 0.470 ± 0.047
compares favourably. This value was obtained at 1000Hz maximum frequency,
which is sufficient to capture the highest fundamental frequencies observed for
wheezes [40]. The window size of 1 second provides greater context, which helps
the classifier to ignore noise at the same frequencies of interest. Too large a
window, however, results in a wheeze being indistinguishable in the spectrogram.

6.2.2 Choosing a Model for On-Device Inference

A MobileNetV1 [22]-inspired architecture was chosen for running on-device. Mo-
bileNets were proposed as an efficient architecture for machine vision tasks
(e.g. ImageNet classification), and are efficient in terms of the number of pa-
rameters and in latency: both aspects are vital when considering microcontroller
applications, as they have limited storage space and computational resources.
MobileNetV1’s efficiency is achieved by replacing normal convolutional layers
with depthwise separable convolutions. Normal convolutions are expensive as
they operate on all channels in the input feature map; i.e. the cost of a con-
volution filter at a single spatial location involves DK × DK × C multiply-add

1This is a multi-rater generalisation, but the same interpretation applies
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Figure 6.1: Results for the input representation search; values reported are Co-
hen’s κ.

operations, where DK is the kernel dimension and C is the number of channels in
the input feature map. Depthwise separable convolutions consist of two distinct
operations. The first phase applies depthwise filters that only interact with a sin-
gle channel in the input feature map. A pointwise convolution—a convolutional
layer with a 1×1 kernel—is used to create linear combinations of the feature
maps generated by the depthwise convolutional layer. The exact setup, with
the location of batch normalisation and non-linearities, is shown in fig. 6.2. It
can be shown that depthwise separable convolutional layer uses 1

D2
K

multiply-add

(a) Standard convolution block.

(b) MobileNetV1 convolution block

Figure 6.2: Comparison of convolution layers in a normal convolutional neural
network and a MobileNet [22].
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Sigmoid

Output

Figure 6.3: Architecture used for asthma detection on-device

operations of the equivalent normal convolutional layer.

The final model architecture used is shown in fig. 6.3. The network uses several
depthwise separable convolutional blocks, with the exception of the first layer;
as the input is a single channel, there is no difference. This architecture contains
fewer than 7000 parameters, and other than being shallower than the original
architectures proposed for ImageNet, the only other change made was to use max
pooling. It was found that the original technique for downsampling by increasing
the stride yielded worse results, likely because the convolutional blocks are not
repeated several times before downsampling.
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6.3 Evaluation

To evaluate the architecture’s performance on device, the network was manually
ported to the microcontroller development board described in section 5.3.2 using
ARM’s CMSIS-NN library [29]. This library contains optimised implementations
of the operators used by the proposed architecture which exploit the SIMD in-
struction set of the CPU being used for the evaluation.

Optimised implementations do not work with floating point numbers. Instead,
weights are quantised to fixed-point representations: each weight is represented
with 8 bits. This procedure can cause accuracy degredation, but using 8 bits
reduces the storage space required for the model and allows for the SIMD in-
structions to be executed 4-wide, reducing latency. Results are reported using
the quantisation scheme used by CMSIS-NN [29]. The reader should note that
the model used for inference does not contain batch normalisation layers: they
can be folded into the preceding convolutional layers [24]. Quantisation is applied
after the folding.

Network Test κ 8-bit Quantised Test κ

1 0.460 0.448
2 0.485 0.479
3 0.499 0.505
4 0.483 0.469
5 0.485 0.491

Table 6.1: Results obtained on the test set for the on-device architecture

The architecture selected was trained on the optimal representation determined
earlier in the chapter, and evaluated on the test set. The κ values obtained are
reported in table 6.1; results before and after quantisation are given. The final
κ values achieved by the quantised networks (mean 0.478) are in a human-level
range [6].

The architecture’s performance on-device was also evaluated. The latency of
the network on the microcontroller was found to be 131.4ms. To compute the
spectrogram, it is necessary to perform 32 × 512 point RFFTs; using ARM’s DSP
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library, this procedure was found to take 17.0ms. There is a small overhead to
convert the STFT coefficients into the Mel basis; once this overhead is included,
inference time can be conservatively estimated at 160ms of computation for
1s of audio, which comfortably enables real-time inference. Using the power
measurements and battery assumptions in section 5.3.2, a runtime of over 3
days is obtained.
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Chapter 7

Conclusion

This work has assessed the viability of a wearable device that continuously mon-
itors non-speech body sounds collected from the user, to great success. The
dissertation has considered the difficult challenges associated with wearables:
noisy measurements, due to devices being used in the wild, and limited energy
and computational resources. It has been shown that audio can be used to conti-
nously monitor the heart, even when the user is in noisy environments. Not only
is it possible to obtain accurate heart rate estimates, with median percentage
errors as low as 0.35% when the user is resting, it is also possible to obtain heart
rate variability estimates. It was shown that these algorithms could be run on
plausible hardware, with battery life of over a week for the cheaper algorithm.
Real-time asthma symptom detection with near-human levels of classification
was shown to be possible, with a battery life of over 3 days.

This project lays strong foundations for a multi-year project in the Mobile Sys-
tems Group: it is clear from these results that continuous monitoring of body
sounds with wearables is viable. The techniques presented in this dissertation are
sufficiently general that they can be adapted to suit future iterations of the hard-
ware, and a dataset has been collected that will allow for a variety of problems to
be explored; examples include respiratory cycle detection and respiratory event
detection. Most importantly, this work has provided new insight into challenges
that must be solved. These contributions are vital for informing future research
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in this area.

7.1 Future Work

There are several directions for future work:

1. Construction of a new device. There are several aspects that could be
revisited:

(a) Improved sensors: it may be possible to build lightweight sensors that
can be attached to the skin, without requiring an elastic strap. The
benefit of this type of sensor is that it enables placements that were
not achievable with the hardware in this project.

(b) Integration of multiple sensors into the device. This would allow for
the monitoring of several locations on the device, which could provide
phase information. Exploitation of phase would be a novel research
direction.

2. Respiratory event monitoring on-device. This dissertation explored wheeze
detection using convolutional neural networks that ran on-device; in prin-
ciple, this technique can be transferred to detecting coughing or sniffing.

3. Multi-modal data fusion. The hardware used for data collection included an
IMU. One application where data could be combined would be respiratory
cycle detection. Uni-modal approaches have been explored [72, 23] but,
to the best of the author’s knowledge, no approach has combined both.
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